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CONFIDENTIALITY, ELECTRONIC_?
HE:AL.TH RECORDS, AND

THE CLIN]C!AN

STUART GRAVES

ABSTRAGT The advcnt of clcctromc health recards (EI-IRs) to nnprow: access . .
. __'and enable research i in the cveryday clinical ‘world has simultaneously made ‘medical .
. information much more vulnerable to illicit, non-benéficent uses, This weaith ofiden~
" tified, aggregated data has and will atiract attacks by domestic governments for sur- -
o -:velilance and protection, foreign governments for ‘espionage :and sabotage;, organized
- prime for ﬁ]egal profits, and Jarge corporations for “iegai profits. Against these powers . .. .
. with almost unfimited resources no security scheme is likely to prevail, so the design
of such systcms should mclude appropriate security measurés, Unlike paper records,
" where the | person maintaining and controlling the existence of the records also con-
trols access to them, these two fusictions ‘can be séparated for EFHRS. By giving physz—
. cal comtrol over access to.individual records to their individual owners, the aggregate is.
. dismantled, thereby protecting the nation’s identificd health information from large- - -
. scale data mining or tampering. Contml over the existence and integrity of all the
"_records—-yet without the ability to examine their conterits—would be left with larger
" instications. This ‘article discusses the mlphcanons of all of the gbove for'the role-of the
‘cliniician in'assuring conﬁdenuahqr {4 cotnerstonéof clinical practice), for research and .
E everyday practxce, and for currsnt securlty designs. . L s

F ROM ANTIQUITY TO THE ?RESENT the a'bﬂlty of clinicians to-assure confic
dentiality has been a cornerstone of practice. Though the expectations and
emphases of the various ethlcai codes and laws concerning conﬁdentxalzty have
evolved over tnne, it has aiways been the practmoners responsibility to observe
them. The use of coniputers for' the generation and storing ‘of individual med-
'-u:ai records i5a 51gmﬁcant change from ouf current paper-based recolds That"
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change makes the security of records a technological problem generally outside
the realm of physician knowledge or control.

THE PROBLEM

Researchers and vendors first began developing electronic health records
(EHRSs) in the late 1960s to 1980s. “Peripherals” were hardwired to “main-
frames,” and computing power was a limiting factor. During the 1970s and
1980s, the internet was only nascent and primarily government sponsored for
rescarch, education, and government uses. Independent commercial networks
not needing to use the government’s National Science Foundation Network
{NSFNet) backbone did not develop until the early 1990s. The degree of con-
nectivity that is commonplace today was not easily or commonly available then,
and as a consequence it did not enter into design considerations for EHRs. The
focus was on the individual record and copying into electronic form the infor-
mation flow functions of a hospital or clinic that the record reflected. Conse-
quently the storage of records was not a focus of concern, and most likely it was
taken for granted that the EHRs would be possessed by and reside in record
room-like places, just as paper-based records did. If one were to explicitly state
the design assumption that those technologic times produced, it would be some-
thing like this: one can transpose the idea, or the logical construct, of a record
room onto the organization of collections of digital records, and therefore the
same principles that secure a record room will provide adequate security for col-
lections of EHRs, and thus confidentiality for individual patients. That, this arti-
cle will argue, was a faulty assumption, and it led directly to clinicians’ current
inability to assure their patients of confidentiality.

Paper records derive much of their security from their physical nature. The
frustrations we clinicians or patient-observing clinicians have all experienced
trying to find the information we need in a voluminous, precariously held to-
gether stack of paper called a chart, illustrates the point. The difficulty paper
records inherently present in searching for and retrieving information, even in
the care of an individual patient, protects the information in them. Because of
that, security is a relatively simple matter of locking up the filing cabinet, lock-
ing up the record room, and insuring the patient has given us a signed release of
information form before we copy something and send it along to another record
room. We all understand how this works, and how to do it. Breaches in security
occur one patient at a time, from such things as a chinician checking up on her
daughter’s boyfriend, or political operatives engaged in “dirty tricks.” It is doubt-
ful there has ever been a case of gangsters backing a truck up to a record room
and heisting the whole lot.

Of course, it is the inherent obstinacy of paper records in divulging their
secrets that has led us to yearn for what digital data seems so easily to produce:
information instantly at our fingertips. The fulfillment of that desire will
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: '.undoubtediy be. of great medxcal value Not only will » we ¢ be: 3b}e to abstract the
1nf'ormat10n when and as it is: necded by a partzcular patient fora particular chn—‘
ical issue, but we will also be able to.search for and tabulate information across
EHRs. The suﬂ“enng that we as chmmans observe and record seven. days a week, -
24 hojirs a day will no: longer be Tost to-us; moidermg away in a record room,
but will be available to us for Ieatnmg-——analyzmg our recorded experiénce. We'
. are on the verge of i inventing a new tool of clinical investigation: Much like the
-mnvention of the microscope and the: x—ray machane, this new tool will enabie us
' to “see” things that are right in front of us that we have never seen before.”
Itis the accesmblhty of the whole body of records, 50 petenmally usefui for re-
Search that will ‘unfortunately -also make the records valuable for-many other
purposes. .And the larger the aggr.cgatc the greater.its value will b, Whether one -

© - ‘imagines a single record for a person. | from birth to &eath that may be: accessed

- from any location, or imagines our usual scattering of records over. time in dif-
ferent- offices, haspltals, and clinics that are then pulled . together: by a-health
-mformauon exchange: (HIE), one has imagined a virtiial single record room. \The
searchable ‘nature of an BHR, and the interconnections. between: the physzcai .
locations: of EI—IRs, create a degree of accessabﬂlty——and therefore value: of the:

. data—-—-—that will routinely attract attackers. The problem for EHRs. becomes how
to reserve their bountifully accessible information only for those ﬁngertips ded-
icated to- its benaﬁcent chmcai use, rather than for: those pursumg money an&-
power R 3 : _ _

THE CURRENT so;.u-r;on '

Smce the 19705 there has been an mtncate hastory of research vendor compe—
tition, and. acqulsltlons, as well as gradually evolving standards for EHRs. The
standards process in the Umted States has culminated in the Office of the Na- .
tional Coordinator for Health Information Technology (the’ ONC), created by
executive order in 2004, and then leglslatively mandated by the Health Infor-
mation Technoiogy for Economic and Clinical Health (HiTECH) Act cf 2009.
The ONC is.charged with “promoting the development of a nanonwxde health
information technology {IT) infrastructure that allows for electronic use and
exchange of information,” which, among ¢ other things, “ensures secure and pro=
tected patlent ‘health mformation " To do thjs, the ONC des1gnates minitum.
capabﬁltms an EHR. must make avai}able for “users’ ' to meet their assessed secu--
rity needs, The ONC is at pains to make. clear that it is the purchaser/ owner/.
user of an EHR who has the' xesponmblhty for assessing security needs, deciding
which available security measures to use, and ensuring their p;:oper 1mplemen»—'
tation and function at their facilities, {However,* meamngfui use” criteria set by .
the Center for Medicare and Medxcaid [CMS] may in turn encourage one to
nse of not use one or the other of avaﬂable security measures ) The ONC fur-
ther specifies that the criteria by which one is to assess security needs are the
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privacy and security rules of the Health Insurance Portability and Accountability
Act (HIPAA) of 1996.

The HIPAA privacy rules are meant to apply to health information in any
medium, and the security rules to electronic information. Reading them makes
clear that the underlying (and unaddressed) assumption of these various rules is
that they are codifying business as usual to make “portability” more possible. Prac-
titioners, clinics, hospitals, agencies, nursing homes, pharmacies, urgent care cen-
ters, ambulance companies, insurance companies, health information exchanges
(HIEs), “clearinghouses,” and so forth are assumed to possess and protect the
patient information—and thus the pre-internet design assumptions of the 1970s
prevail. The venerable medical record room is simply transposed on to its envi-
sioned and still developing modern clectronic forms.

The security rules are divided into physical, technical, and administrative cat-
egories. The physical rules have to do, as one would imagine, with securing the
hardware, such as the machine room and the “work stations.” Since one does not
actually travel to the machine room to pick up a hard disk and read it, as one
would a paper record in the record room, this set of rules, though necessary, has
the least to do with controlling actual access to the information. The technical
rules are meant to put in place data and network security tools that will support
the permitted and not permitted “disclosure rules” of a later section. These tools
are such things as momtoring and allowing or disallowing traffic based on who 1t
is coming from and its contents (“firewalls™), logs, and identity-, role~, and loca-
tion-dependent access to different categories of data in a patient’s record. One can
see in these the analogs to procedures used in record rooms. These rules are cat-
egorized as either “required” or “addressable,” meaning they either must be done
or may be done. It is worth noting that encryption, the analog of locking the
record room, is constdered “addressable” The administrative rules have to do with
creating a security plan for routine operation and various emergencies (utilizing
the kinds of tools listed in the technical section, and the actual tools in the EHR
required by the ONC), implementing the plan, monitoring the plan, evaluating
and updating the plan, and creating and maintaining the secure work force to do
all of that. Here it is worth noting that all this implies a not inconsiderable group
of admimistrative personnel, with not inconsiderable technical knowledge.

The “Security Standards: General Rules” section of the HIPAA security rules
sets out what must be considered in developing a security plan for one’s organ-
ization. Among the considerations is that one 1s to “protect against reasonably
anticipated threats or hazards to the security or integrity of such information”
(FHIPAA 2006). The next section gives examples of threats that can reasonably be
anticipated, and it will be seen that simply mapping the record room and its pro-
tections on to networks and computers can only be deemed acceptable security
if the “reasonably anticipated threats” are in fact ignored.
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1'1-11: AT’I‘AGKERS. No‘r ONLY ANTK:!PATED, R
Potentlal attackers who have :md wxﬂ continde to target personai data such as -
EHRs include: domestz""governments, for surveﬂlance ‘and “protection”; forezgn :
governments for espionage and sabotage, ergamzed crimic; for’ Illcgal proﬁts ‘and
lorge corpnratxons ﬁ)r“legal’* profits from data mining and related activities. These
groups arc attracted to any large database of identified personal informatmn, and
as our- eiectromc medical information databases grow, so will thie attraction. "

An attack is one party mtennonaﬁy taking mformation from' another party -
agamst its ‘will or without- ‘permission. These are not examp]cs of unmtentxonal o

 loss of iniformation through lapses by its'owner, although the unmtcntmnai lapses
are-already mofumental—for: examplc 4 2011 headline in the Boston Herald an< -

- nounced thit “Mass. Data Breaches Strike 5 Mﬂhon” (Turner 201 1)---—and what
one mostly reads abouit, though even these are surely not reported to their fuﬁ':
extent. It is a completely dlﬂ'erent problem to admit publicly that one’s security
has been’ (and therefore probably continues to be) madequate to protect the data.
that the entity | has been entrasted with (who would want to trust that entity in

~the ﬁ;ture'«’) or to teveal that one knows how to overcome. anothers security -
(and thus destroy one’s own 11]~—gotten but treasured advantage ovet a competi-- '
“tor). It is impossible to know the extent of these problems but what is’ 9ub11cly -

' knovvn 15 hkely only the txp of the xceberg " ' SR

Domesnc Governmen?s

“An infamous us. example of misus¢ of personal data occurred durmg the
_ Sewnd World War, Specific law preventing use of detailed census data was~
changed in March 1942 to allow nmghborhooci and individual data to be ased
to 4id surveillance and internment of U.S; citizens of Japanese ethnicity, The law -
was changcd back'in 1947, HIPAA includes enforccmcnt rules, and the Office
for Civil Rights (C)CR) 1§ Lharge(i with' using these rules to mvestlgate and
' penahze those who do not comply with the HIPAA ‘privacy ‘and security mea-
sures. The thought clearly is that law can protect us from misuse of databases.
‘However, as the WWIL mmdent demonstrates, such laws are akin to l&gxslanen
proh1b1¥:mg a]hgators ﬁ'om eatmg ducks. It is not in our himan nature to follow -
such hWS—especzaﬁy if we are threatened or, like the alligator, feellng hungry
 Another’ more recent example is thc warranﬂess wiretap” contmversy of
post=9/11. /This grew from an initial ‘estimate of a few. hundred U.S citizens being ' -
affected, to aliegations of a secret National Security Agency (NSA) ‘monitoring
and data—rmmng roon at anAT&T fiber optic hub in San’ Francisco, to comments
that the only way to know the size of the program would be to note ‘the number _
of entities granted immunity by the 2008 Foreign Intelligence Surveﬂlance Act '
(FISA) Amendments Act—in other words, internet companies such as’ Google '
' ’Wﬂham ancy, a former senior NSA mathcmaticlan wht) 1emgned in 2001 dc»
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scribed the secret project Stellar Wind, which has 10 to 20 such fiber-optic mon-
itoring stations about the nation, as well as satellite monitoring. “They violated the
Constitution setting it up,” he says bluntly (Bamford 2012). Notable in this exam-~
ple is the amount, and therefore the value, of the data available (20 terabytes a
minute, according to Binney), the threat, the action by government without sup-
porting law, the inability or unwillingness of private partners to resist the govern-
ment, and the government’s ability to make the actions legal retroactively.

Another example involves medical data from my home state of Vermont. In
2006, legislation was passed to create a registry of prescriptions for controlled
substances. The registry was to be used to help physicians identify, and thus get
into treatment, those suffering from substance abuse. A registry is basically a slice
of data from medical records created to allow scarching and sorting in the way
that paper records don’t, and precisely as we hope EHRs will be able to. It was
clear to the legislative leaders involved in 2006 that the law would not have been
passed if access had not been limited to physicians: if police had also been al-
lowed access it would not have passed. However, in 2012, legislation supported
by the governor (who supports EHR s} was introduced to allow the police access
to the database for anything they deem a “bona fide investigation”—that is,
access without obtaining a warrant. To date the outcome is hanging in the bal-
ance. In this example we have the following components: 2 medical database of
identified personal health information of many individuals (though notably
much smaller than that of the EHRS to come) created for a medical use; a threat
(an epidemic of opiate abuse); and the ability of domestic government to access
the medical data for nonmedical purposes (arrest and prosecution) at the stroke
of a pen.

Or imagine the case of a cash-strapped state or HIE trying to make ends
meet. States typically require that Medicaid data be sent to various departments
for analysis. HIEs regularly pass through identified information from all sources
or store it for future requests for forwarding. An HIE or a state can ease its finan-
cial worrles by lopping a few identifiers off the information and selling it for
“research,” say to Blue Cross and Blue Shield. Such “de-identification” has many
different implementations and therefore security levels. Rarely is consideration
given to the problem of how long it would take an attacker with various levels
of computing power to use the associations of data in the record to data outside
the record to identify it. Basic security measures usually involve simply specify-
ing which information data fields to write over (as opposed to de-indexing), so
human readers might not know who they are reading about. But once this
more-or-less anonymous data is in the hands of the “researcher,” it is Hable to
being exposed again, depending on the security capabilities of the researcher and
how conscientious the researcher is. HIEs of Texas are in exactly this position
(DuBois 2010).

The HIE being developed in the state of Vermont has in its privacy and secu-
rity policies provision for the sale of data: “If approved, Vermont Information
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chhnology Leadcrs (VITL), through an approved Data Subcontractor shall pre- .
pare the deidentified protccted health information (PHI) requested and shall be -
.re1mbursed for its. ﬂxpenses by the requestmg pas:ty” (VITL 2010) :

Fore;gn Govemmenfs el

Before glvmg spemﬁc examples, it shcuici bc noted that any domesmc suwed—« -
lance program one creates is. yvulnerable to loss of control for surreptitious use by.
‘others-—the techmcal equivalent of a mole. This in fact is one of the criticisms of
the NSA program mentioned above, and there is a notorious known example of -
the Greck government deliberately. building w1re-tappmg capablht;cs into their
phone system,; otily to'lose cornitrol-of it to unknown parties from early 2004 unitil
March 2005, before discovering: they were: the “listeiiees” and not the listeners..

“The first example again comes from the state of Vermont. At the New Eng— :
:land Chapter of the Healthcare Informauon and Management Systems Society -
(NEHIMSS) in January 2012, Chuck Podesta, Chlef Information Officer (CIO) :
of Fletcher Allen Health Care (FAHC) a 560—bed académic medical center in -
Burlington, Vermont, reported that in March 2011 a computer virus, ¢ventually
‘identified with the help of outside experts as Pinkslipbot, was att:ackmg their

" EHR, Epic: Podesta stated that McAfee, 2 company speaalxzmg in- system secu~
'rlty, Tated }?mkshpbot a5 “low risk.” but “we found out that means there is a'low
risk of getting it—but they might ‘want to add that once you do get it, you're

- serewed”™ {Smith '2012). The virus: simultaneoissly gains admimstrative rights,

- shuts down installed virus protection software, sends data back to'its host comis
puter in China, and Teceives variant code to continue concealing itself: In the
end, 1,000 of 6,000 hosts were infected, each requiring 90 minutes to clean up;
700 1aptops also had to be examined and fixed if necessary; and Podesta esti-

“mated ‘the financial impact to be “in the six figures due to lost productmty y
Note that w1thout the dlscovery of this knowr virus infecting it, Epic would
have continued operating while data was continually * ‘sent home” to the virus’s -
originator. Podesta stated that throughout the crisis, as they worked around the
clock to isolate infected hosts, he hoped the loss would not affect ‘over 500 med- -
ical records, so that the threshold for mandated reporting to the department of
Health and Human Services (HHS) for posting on their website would not be
exceeded. The report of his presentation did not mention whether or not
FAHCs security plan had elected to use Epzcs capablhty to support the Ad—
vanced Encryption ! Standard {AES) ‘Dy encrypting the data while “at rest,” the
equlvalent of locking the record room. That Podesta was wor ried about exceed-
ing 500 compromised patient records implies that it Was not, Nonetheless, Po-
desta is to be saluted for publicly relatmg his experlences o ins coﬂeagues as a
cautionary tale. : : : Rk

In April 2010, 2 group of computc.r sucurxty n,searchers rcporttd mrmng tht:
tables as they watched Chinese attackers systematzcally access sensitive’ Indian
Defense Munstry data (Markoff and Barboza 2010) Along the way the attackers
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also accessed NATO data in Afghanistan, prompting Rafal Rohozinski, a mem-
ber of the Toronto research team, to observe: “It’s not only that you're only se-
cure as the weakest link in your network, but in an interconnected world, you're
only as secure as the weakest link in the global chain of information.”

Of course, the most dramatic publicly known example of inter-country sab-
otage in the computer world is the STUXNET virus (Sanger 2012). No doubt
it will one day appear as a spear-thrower compared to its descendants. Though
its goal was sabotage of a machine, there is no reason similar approaches could
not be used to gather information, or to alter the integrity of information,

Janet Napolitano, Director of Homeland Security, was asked in an interview
how many cyber attacks might have occurred during her 45-minute conversa-
tion. According to reporter Adam Levin: “Napolitano replied, “Thousands” And
if that weren't enough by itself, her most ominous remark was delivered in al-
most desultory terms: ‘I think we all have to be concerned about a network in-
trusion that shuts down part of the nation’s infrastructure in such a fashion that
it results in a loss of life’” (Levin 2011).

Organized Crime

On July 14, 2010, National Public Radio reported that 300 members of the
‘Ndrangheta crime syndicate in Italy had been arrested. Among them was the
“director of state medical services in the city of Pavia” (Poggioli 2010). Thus, as
HIPAA states, one’s security plan must consider how the administrative work
force is to be secure.

According to Edward Powers, principal of Deloitte & Touche, these attackers
“know what assets they’re going after and they’re going after you in a very or-
chestrated way” At a Wall Street Technology Association conference on manag-
ing the risks of running information systems in capital markets, he told technol-
ogy and operations executives that “for these ‘criminal elements, cybercrime is
now replacing drug trafficking as a primary source of revenue. The cybercrimi-
nals are getting quite specific about the data and the infrastructure they want to
capture or control” (Steinert~-Threlkeld 2011). T would only add that identified
medical information is as good as money in the pocket.

Corporations

Corporations are also implicated in compromising personal data. For exam-
ple, in 2011 it was reported that the data storage service Dropbox had changed
its terms of service. According to PCWorld:

Previously, the company stated in its terms of service that “all files stored on
Dropbox servers are encrypred (AES-256) and are inaceessible without your
account password.” But, Dropbox has continued to modify the terms of service,
and backpedal on exactly how secure customer data is——sometimes putting its
foot in its proverbial mouth. After a few amendments, the terms have been
altered such that it now reads more to the effect that Dropbox can access and
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. -abcut the collectxon use; and _
. mf‘ormatmn”’ (ONC 2008). One supposes’ the ONC had in mmd mformed de— o
cisions: about offers other than l:hose one c,an t refuse e R

_vzew your encrypted data, ami 1t 1mght do 50, to share mf‘ormzmon with law, -
* enforcement if it'ss compelled but that employees are. prohlblted from abusmg
: -that power and vlewmg customer data (Bmdley 2{)1 1) T VRSN

' _procedure to refuse to sell insurarice unless l‘.hf: purchasm* grants the company ac~
“cess to their medical information: (Medmare and Medicaid follow the same

practice, hence the flow of data to state agencies)) This is' despite the fact thatthe
ONC privacy and securﬂ:y ﬁ*amt,work of 2008 states that “Individuals should be -
prov1ded a“reasonable oppor ty and capability to' make informed decisions
isclosure of their mdmdually identifiable health -

THE GQNSEQUENCES

' leen our- sc.cum:y demgn and hkely attackcrs our situation is’ somethmg hkf:"_
- this. Tt is:as if we had each taken the valuable ‘contents of our ‘homes-and de+:
o posn:ed themn;, carcfully indexed, ina huge warchouse somewhere in the coun- -
try. We then give the: warehouse owner and his employees careful instructions
* about who' may access and use these valuables. Thoughtfully, the warchotise

owner creates ar speaal passage into: the warehouse———a ‘portal”=by which:we *
may access a few of or own possessions if we wish. The builder of the warchouse
has cqmpped it with a very fancy lock (AES with 128- to 256-bit keys) that the
owner may chose to use if he. thinks he’s'in‘a bad. neaghborhood ‘Meanwhile,
there are four different large; well-trained, Wcll~equ1pped and matemel—hungry '

* arimies in easy marching distance. Will the warehouse owner and s employees

lay down their lives; or will they open the lock? Or will they discover their ware- -
house is riddled with secret back doors or that the drmies have really blg bolt -
cutters (secret supercomputers that can do a brute force attack. on AE%) or that
the lock has an equally fancy secret master key? L o
~There are no key holders, or key and lock manufacturers tha,t can uitxmately :
resist’ the power of a government -or criminal syndicate or large, legal corpora-
tion. The defection of an employee to another company. for a larger salary who
takes along the access: to proprietary information is @' well-known “miner”:
example of the key holder problem; The problent with AT&T and the NSA isa

- more major-example of the key holder problem. DigiNotar; a: cernﬁcate-lssumg

atthority {a kind of “key: manufacturer,” in that it authenticates to permit key‘i--i_ '

- distribution); was: forced: into bankruptcy after its infrastructure security was- -

breached and fake secure sockets layer (SSL) certificates. issued “into the wild”
some of which were then used to spy on Iranian c-mail (Hf.nderson 2011). Who
would want to do-that? In March 2011, RSA, another key and lock manufac- _

turet, had 1ts securlty breached
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RSA, which is based in Bedford, Mass., posted an urgent message on its Web site
on Thursday referring to an open letter from its chairman, Art Coviello. The let-
ter acknowledged that the company had suffered from an intrusion Mr. Coviello
described as an “advanced persistent threat” In recent years a number of United
States companies and government agencies have been the victim of this type of
attack, in which an intruder either exploits an unknown software vulnerability or
in some way compromises the trust of an employee to take command of a com-
puter or an entire network within a company. (Markoff 2011)

The New York Times article goes on to state: “Despite the lack of detail, several
computer security specialists said the breach could pose a real threat to compa-
nies and government agencies who rely on the technology” According to com-
puter security specialist Whitfield Diffie, who invented some of the crypto-
graphic systems now widely used in electronic commerce, “One possibility is
that a ‘master key’—a large secret number used as part of the encryption algo-
rithm—might have been stolen. The worst case would be that the intruder could
produce cards that duplicate the ones supplied by RSA, making it possible to
gain access to corporate networks and computer systems” (Markoff 2011). In a
way, this kind of covert intrusion, which has a chance of being detected and re-
pelled, is safer than a secret overt agreement as occurred with AT&T and the
NSA. (Incidentally, RSA derives its name from Ronald Rivest, Adi Shamir, and
Leonard Adelman, the mathematicians who found a way in 1977 to implement
Whitfield Diffie’s concept of asymmetric encryption.)

Then there is the problem of “back doors,” or software manufactured so that
it allows another party access unbeknownst to the software owner or user. A
controversy about whether this occurred or not came about with an operating
system called Open BSD. Linux Journal reported in 2010 that Theo de Raadt,
OpenBSD founder and developer, “posted an email that claimed the Federal
Bureau of Investigations (FBI) paid OpenBSD developers to leave backdoors in
its IPsec network security stack. Since then early audits have found some ques-
tionable code, contributors denied any wrongdoing, and the original source reat-
firmed his allegations” (Linton 2010).

The problem comes down to this: by simply imposing the “security structure”
of a record room. on interconnected digital data, we have created a gold mine of
information. Between that gold mine and a great deal of raw power stand a few
unfortunate people. It does not matter what armaments, technologically dazzling
locks and monitoring ability, or salary we give to them. What matters is that the
gold mine now exists, and those few (or perhaps worse, many) people directly
guarding it or supplying the guardians will always be ducks receiving offers they
can't refuse from the alligators.
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A WORD Aaour ENCRYPTION

- Before dlscussmg pntential solutwns to thls dﬂemma, and theu‘ lmphcatmns 1t-

'matlon age encryptlon

Throughout recorded history, e:ncryptxon or disgmsmg the meamng of a mies- |
: sage, has utzhzed a process and some device called a key to encrypt—or change -
a miessage into its dasgmsed forn, a uphertext——and to’ change it back—deci-
‘phering or decryptmg—-—-to its understandable form, plaintext. Take for example :
the Spartan scytale from the fifth wntury B(,E The: scytale was nothmg more
than a stick with several flattened edges on it A" strip of léather was splraﬁy:'
- wound the length of the stack and the message written on the leathier along the
flat edges When the strip. was' unwound the pos;txons ‘of the symbo:}ls in the mes-
sage were changed (a transposition cxpher) thereby hldmg its meaning. The re-
ceiver of the leather strip would take an identical scytale, wind the strip around '
it, and read the’ message, In’ this example, the séytale is the key, and the’ mndmg,-
writing, unwinding, winding, and reading is the algorithm for encryptmg and
decryptmg A scheme in which the same k:e"y is used to encrypt and decrypt is
“now called “synimetrical encryption” . :

‘Thé Advanced Encryption’ Standard (AES) uses sgnnmetrxcal encryptlcn and :
it is a divect descendent of the WWIL'rotot machines: ECM Matkll (U.S.), Enig-
ma (Germany), and Coral (Japan).” These, via Horst Fiestel at IBM in the 19605,
became a computer—bascd algcrzthm, Lucifet, which was redesxgned by the N SA
to’ become the Data Encryption Standard (DES). This in turn has become
through a° second NSA-directéd project the Advanced’ Encryption Standard
(AES), Whi(:h was pubhshed by the National Inst1tute of gtandards arld Techno}—_
ogy (NEST) 2001,

DES utilizes a key length of 56 bits, or 256 possﬁ:ﬁe keys In 1977 Diffie and
Hellman thought it possible to build a paraliel machine of 1 million devices, each
capable of one encryption or dccrypnon pér wiicrosecond for an effective rate
of 10% decryptions per mictosecond. On average, it would take. 10 hours to break.
~ DES (open the lock) with a brute force. attack. They guessed the machine would

cost $20 million in 1977 doilars In 1998, the Electronic Frontier Foundation
(EFF) built a special purpose. machine for less than $250,000. that took less than
three days to crack DES. This essentially rendered DES worthless. AES utilizes-a
128-,192-, or 256-bit key size. The same machine leﬁe and Hellman imagined
in 1977 would take, on average, 54 X: 1018 years for a brute force attack on thc.'_
128—b1t key. : o _
In symmemcal encryptlon the main problem (evencually because of expense) _
becomes how to get the key around to everybody who needs it, and vet keep it
secret. One of the. remarkab}e and major intellectual achievements of the 1ate'
20th century was the conception and realization of “asymme:tnc encrypmon” (In
the Umted States, the pubhc developmcnt of asymmetr;{c t:ncryptlon occurred

winter 2013 * volume 56, numbe_"r'l" : _ o o 115




STUART GRAVES

in the mid- to late 1970s, about the time EHRs were first being designed, and
likely would not have been of much note to those developers.) In asymmetric
encryption, a mathematically related pair of keys is created. The key that encrypts
a plaintext cannot decrypt it; the other one must be used to decrypt, or vice-
versa. Most often one key of the pair is designated the private key (and kept pri-
vate), and the other is designated the public key (and made freely available).
Thus, to send me a secure message one would obtain my published public key,
encrypt the message, and send it on down the line to me. I have the private
key—which nobody else has—by which I can decrypt and understand the mes-
sage. The key distribution problem has been pretty much solved. Wonderfully,
the same scheme utilized in reverse is quite useful for authentication of messages
as well. If T encrypt a message—say, my name and a date and time—with my pri-
vate key and send it to somebody, then only the public key of the pair can de-
crypt the message, authenticating that 1 originated it.

One use of encryption is a set of protocols called Secure Sockets Layer (SSL),
familiar to anyone who has used a credit card to buy a book over the internet
from Amazon. Most people find it simple, quick, and straightforward to carry out
such transactions. However, behind the scenes 1s a complex process involving the
purchaser, Amazon, a certificate authority, asymmetric encryption protocols, and
symmetric encryption protocols. It takes 13 pages in a textbook on cryptogra-
phy and network security to explain it all (Stallings 2011). The speed and sim-
plicity for the user of this extraordinary complexity is a point to be remembered
as we discuss possible solutions in the next section. It is also important to real-
ize that though the processes of authentication, key distribution, encryption, and
decryption are being utilized to agree on an exchange of money and merchan-
dise in the case of Amazon, they could as easily be used to agree upon an ex-
change of information.

POTENTIAL SOLUTIONS

Who would have thought that for all these centuries medicine has been so tech-
nologically advanced that it was using cloud computing? For convenient access
when needed, most of us have long been keeping our medical data (history,
physical exam, labs, images) on another entity’s storage medium (a sheet of paper
in my doctor’s office).

Of course, over the centuries we have become a bit confused by this. On the
one hand, we have gradually come to consider the data (the record) to belong
to the physician; on the other, we have split what seemed like a legal and pla-
tonic hair for paper records and have considered the information to be the
patient’s, but the physical record the physician’s. However, in our brave new
world of digital data and cloud computing, such hair-splitting is not so crazy. It
is possible to give the owner of the data actual physical control over its access
(not just legal control, through a release of information form, over an agent who
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attually controls the physzcal process) an,d yet give actual physmai control of the
" data’s existence: (mtegrity) to another entu:y In more succingtand fancwr lan-
~ guage;: control of access and existence ‘may be dzssocxated Gomg back to our
‘warehotise metaphor it is possﬁale to have a warchouse in which' the-owners of -
the warchouse or intruders into the warchouse cannot know the content of the
stored boxes or who the owners of the boxes are. The warehouse proprietors
only know: how many, and how b1g, the boxes are, while the owners of the boxes
* know which one is. theirs,. and are able to access its and only its contents. Ina
nutshell, the cloud computing problem is how to do that weli For example t‘ne
dropbex solution mentioned above did not doso well. SRR
' One: 1dea, the “persona}” hea,lth record almost soives the preblem but in real~
ity it only sometimes gets the access half of the problem. right, and misses entn'eiy
“the existence side of the problern. By giving anerslup of the record to the pa-
tient, personal ‘health records are also intended to give control of access to the
individual, In' fact, some marketed personal records manage to do that. Asym—
- metric encryptmn is used; and despite the fact that. the mfc)rmanon is not nec-
essarlly kept on 2 hard drive in the patient’s possession, the conipany owning the
- hard drive cannot decrypt the information, and yet with the public keY it is easy
for others (2 physician, a hospital) to add to the record.
T he problem for personal health’ recards arises with' data mtegnty or exzstencc .
: .Knowmg that if I have myselffor a physmlan, I have a fool fora physlczan I would
do well 1o leave the information in my record well enough alone. However, per-
sonal health rccords leave that c.ompictely up to-me. I.can add, delete, or even
completely destroy or fabncate to suit my own tastes. Any sensible ho,v;pna} or
physician caring for me would therefore keep a parallel record—so back we gO
' to the record room problem. Additionally, digital personal health records lack the
legal safeguards built ap over the centuries for paper health records. The company
on whose medium I am keeping the data may decide I'm not paying enough rent
or that they want to start their own data=mining businiess and hold the records
“hostage, or they may go out of business and end the record’s existence,
- The personal health recorci almost siicceeds in being a solution because in

some implementations it uses encryption in which each person holds the secret
or private key for his or her own record, and thus the physmai ConthItY of the
data is dismantled. Unlike 1ockmg the record room with one key, or encrypting
all the records in one’s possessmn w1th one key and algonthm each individual’s
- record is encryptcd by : a different key Since each rccord alone is not worth very
much for data mining, the strength of the encryption needed to. dissuade an
attack is much less than. that needed for a large collection of records encrypted
~ with one key and algorithm. The time an attacker would spend in decipherment
of each mdependent record prohibits trying to deupher a szgmﬁcant number. It.
- 1§ as if we've gone down to that beyond imagination caverhous warchouse, and
taken our possessions back to our own home where we have the keys to the out="
side and mszde doors, and s0 control access.
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Kristen Lauter and her colleagues have written a paper applying ideas about

cloud computing security to medical records. The record remains just that, an
“immutable” record of a person’s interactions with health care, but the individ-
ual patient physically controls access to the record (Benaloh et al. 2009). Ac-
cording to Lauter and colleagues:

We shall propose a design that we refer to as Patient Controlled Encryption
(PCE) as a solution to secure and private storage of patients’ medical records.
PCE allows the patient to selectively share records among doctors and healtheare
providers. The design of the system is based on a hierarchical encryption system.
The patient’s record is partitioned into a hierarchical structure, each porton of
which is encrypted with a corresponding key. The patient is required to store

a root secret key, from which a tree of subkeys is derived. The patient can selec-
tively distribute subkeys for decryption of various portions of the record. The
patient can also generate and distribute trapdoors for selectively searching por-
tions of the record. Our design prevents unauthorized access to patients’ medical
data by data storage providers, healtheare providers, pharmaceutical companies,
insurance companies, or others who have not been given the appropriate de~
cryption keys. {p. 2)

Sadly, to the best of my knowledge, this system has not been implemented for

field triaks, but it is there waiting, ready to be tried out. There are other cloud
computing ideas and even products. Although they are clearly not for medical
records, one can see that current industrial solutions are groping their way in
that direction, and could form the nidus of an approach to medical records. Take,
for example, a product recently described in the trade journal PCWerld, which
is based on the concept of the safe deposit box with two keys, one for the cus-
tomer and the other for the banker, dubbed the Porticor Virtual Key Manage-
ment Service:

Just like the safe deposit box, the customer can’t decrypt the data without the
key held by Porticor, and Porticor can’t decrype the data without the master key
held by the customer. In practice, the customer actually has one key per project,
which is usually an application. Porticor has thousands of keys, one for each file
or disk belonging to that project. Still, the keys must pair up in order to provide
access to the encrypted data. Beyond the keys being split between the customer
and Porticor, the unique part of the solution is the keys themselves are en-
crypted by the customer’s master key, which only the customer holds and
knows. As a result, Porticor holds project keys but the vendor can’t read them
because they are encrypted. By encrypting the “banker” keys with the customer
master key, Porticor gives the customer complete mitigation of end data protec-
tion. {Musthaler 2012)

The overall effect of these techniques is to restore the security of a system in

which the unauthorized intrusion into records requires a one-by-one process as
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it does now for paper records If one of' the four attackers Wants your particu— .
1ar récord for some reason, they ‘can get it, just as they can now with paper rec- :
ords, but there can be no data mining for non-beéneficent use of the: culled infor-
mation: With such a system in plice,a chmcxan cc)uld xeasonabiy assure panents
of thc conﬁdcnuahty of thclr delcal r{,cords .

lMPLiCATIONS FOR PRACTIGE

Trymg to 1magme what hfe might Iook hke 1f the ¢ record roam Y18 made phys—-
jcally discontinuous by giving each patient control over access. to his or - her own,_
record is.a good way to induce panic attacks, whcther one is a chmman Or A 8Y5=
tem des1gner This section is teant to provide some small steps. of desensmza-
tion to that image by hngermg with it long Lnough to think through some of _
the. desxgn implications : and by sketching out approaches f for a few of the com-~ -
monly raised questions, Of course, the real proof or disproof of these ideas can
~.only come through research, actual implementations of systerns, and field. tnals -
It is hoped, though, that by persevering through the initial shock of turning on,
its head somet}xmg 50 seemmgly commonsense as a: record 1001, OnE Can expe-
_rience the Opening up of unexpected promising avenues. By vzemng the record
from: the vantage pomt ef the patient rather than that of the physman thxngs can..-
faﬁ into place. :
- Physicians seem to live mtexmmably hassied hves Partly ﬁom an, accretlon of
_hlstoncal accidents; and partly from mxsgulded approaches to utxhzatmn controi
much. energy. and. tlme must be spent in activities. that lend httle ‘meaning to .
~ one’s.own or the patient’s life. Consequently, even a hmt at malung somethmg
simple more comphcated can_brush a bruise, and. protest vzgorously follows..
Appearmg to ask .a phymczan to acquire permission from each patient to peer
into a.record is more than a hint of complication. But although it is pohncally
expedient to avoid thls protest, it is not wise. Any number of thmgs that look
complicated in. description, partxcularly for those that are foreign to our sensi-
bilities, turn out in practice not to be so. The description of the inner workmgs :
of SSL is complex; but its use is simple, and it is an example of how two parties
“could agree to. exchange information, This agreement could happen prior to
face-to~face meetings, could be done by ofﬁce staff, or could involve more than
one clinician, office, or consultant, The fact that all tI'us will be, by.our current
sensibilities, complicated ander the hood does not. necessarﬂy mean it will be .
_ comphcatcd to drive, Further, the. abxhty to assure patients that their mformatxon L
will remain conﬁdentlal and that they can decide what mf.'ormatzon to. give and:
to whom they will give it, puts us back in the familiar, tned-and—true terntory.
of establishing rapport and trust. This is not a small prize to re-win. R
“The relief and excitement generated among patients and their. chmuans sun— -.
ply at the prospect of havmg the same medlcal record if they cross the street ﬁfom .
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office to office or hospital to hospital is a wonderful promise of EHRs, but there
is another prize also of untold value: research based in the real world. The exclu-
sion criteria of randomized double-blind studies divorce them from everyday
practice. The money required to stage them often makes them-—surprise—the
pawns of the moneyed, and putting them out to bid to offshore “rescarch” com-
panies can make them of dubious quality. Studies of the larger-scale “system” is-
sues are usually done using billing data from Medicaid or Medicare, and perhaps
indemnity insurance companies. This approach is akin to trying to understand
the ecology and healkth of a forest by studying the few items from it that are of
market value and found in the local village. A question that arises then is if we
adopt cloud computing solutions in which individual records are individually
encrypted cach with a different set of keys, each held by a different person, are
we not, in our zeal to make data mining impossible, making research impossible
as well? The answer is not at all—but to do research, we will need to anonymize
a person’s data as it is created and move it into some pooled collection. How to
make this a good enough one-way street to anonymity, and who will “own” the
anonymous data, is beyond the scope of this article. But such a project is neces-
sary for our own well-being; is not beyond our capabilities; is better than hospi-
tals considering the data proprictary, and freely examining identitied data believ-
ing all is well if the published results are made anonymous; and is far, far better
than an HIE clearing out a few fields and selling the data.

Invariably the question of emergencies comes up. If individuals control access
to their records, what do we do if they emergently can’ participate? Assuming
there is a record to be had, there are innumerable ways to solve this, and it is
really a question for field trials. One possible solution, for example, is that some
subset of the data in a person’s record could be tagged as useful in an emergency,
and then some biometric of the person could be used as the data to generate the
key (or key pair) by which that subset is encrypted, and by which the key can
be generated for decryption as well. More than one biometric could be used to
guard against illness or injury altering or destroying the tissue basis for the bio-
metric. In a sense, the person himself or herself becomes the equivalent of the
Spartan scytale,

Variants of the above are key loss, and some form of chronic incapacity, such
as dementia or intellectual disability or being a child. Since this is just one record
we are worried about, and since most of us are small enough fish that the data
has little value to anybody else, we can solve this as we do for our house: an extra
key in the garden or given to one’s partner, trusted friend, parent or guardian,
advanced directive agent, or doctor’s office. If one hasn’t taken those precautions
and actually does get locked out of the house, there is always, for a fee, the lock-
smith—and the fancier the lock, the fancier the fee. Since we are mostly at-
tempting to discourage data mining—large-scale plunder of our homes—then
the individual encryption and decryption schemes for persons could be within

120 Perspectives in Biology and Medicine



_ C;'Qﬁ'i-_;_n'zN"_rﬁi'._dl_._n*v-, E:;.-i_j-:_c-if.ﬁqn_r__g_: ﬁ_ﬁALT'H' '_'l?ie:_c-oab's', ANDTHE g.____;:;_x_'g;iA'ﬁ-;-: :

_thc reach of more—or-less everyday computers for 3 brute force run through of
“the possible keys. SR : L ; :

" There are many more questxons of thls sott one could work through but they
“can most}y be resolved with a little ‘patience ‘and ingenuity. There is, ‘however,
‘one concern of HIEs—--~who ‘must potentially ship records from all over. tht,:

country—whose solutlon turns out to be parncularly interesting, and surpnsmg '
that is, the problem ofa® ‘unique. identifier.” HIEs are pulling out their hair tey-
ing to make sure the nght recm‘d gets pulled or sent merrily off to Tnnbuktu
Thus, the need arises for a umque number 50 .2 technician can dlstmgmsh be-
tween the 500 Joe Millers in the country and instruct the computer to send the
correct record. The truth is, though, that most ‘of tis most of the time know who
‘wé are, and where we live. T know which Joe Miller I am; and therefore where
1 live, without needmg to know where the other 499 Joe Millers live; There is
no need for me to give myself a2 unique identifierto’ know myse}f and therefore
if ['am my own ' record libratian,” then’ there is'116 need to do 50 for my: record”
either. I can arrange to have my record forwarded and accessed as need be Wlth—— '
out resort to numbers (of course the ‘various. symbohc names T use “would even-
' tually devolve into binary: numbers) And even if I somehow manage to mistak~
enly. send iy record where I'don’t want it to be, I am more likely to forgwe:
- miyself than T'would be a techmcmn, and if asymmetric encryption were used, it
‘might be in the wrong place ‘but it would still have its meaning dlsgursed _
“The issue of - unique. identifier does come up for our pooled, anonymous,
research data, but it is much less terrifyingly solved there; than it is out here 'in -
1denﬁ:ity theft iand (For our individual, identified and encrypted medical record
one could truthfully say, as for a house, that its physical location and associated ad-
dress is the unique identifier, but that number should somf:body else acquire it;-
_ has no ather use, and leads to nothmg but d1sgmsed meamng—-—a 1ocked house)

THE: CURRENT SOLUT!ON REV!SITED o

The ONC has among its adv:tsory Lommjttees one called thc anacy and Secur- -
ity Tiger Team. On August 19, 2010, it presented some recommendations and:
core values based on SpeCIﬁC questmns posed to it: by the ONC (Ehnore 2010)
Among these were::

2 1: Trust Framework for Exchange Among Provxders for Treatment '_ _
' The responmbzhty for mamtammg the privacy and security of a paaents
:grecord rests with the patient’s providers, who may. delegate functions such

. as issuing dlgatal c,redenuafs or verifymg ;)rowder 1dent1ty, as long as suLh
_ dclcgauon mamtams tlns trust n : -

34 Consent ImPlementatlon Gmdance L

“Based on our core valués, the person‘who has’ the d1rect treatmg relatlonshlp' o
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with the individual, in most cases the patient’s provider, holds the trust rela-
tionship and is responsible for educating the patients about how information
is shared and with whom.

Core Values

The relationship between the patient and his or her health care provider is
the foundation for trust in health information exchange, particularly with
respect to protecting the confidentiality of personal health information.

As key agents of trust for patients, providers are responsible for maintaining
the privacy and security of their patients’ records.

These are tall orders for clinicians. The interlocking laws, rules, regulations,
and policies found in the privacy and security rules of HIPAA, the EHR design
criteria and policies of the ONC, the investigatory and protective functions of
OCR,, and the sticks and carrots of the CMS are simply overwhelming and dis-
orienting compared to the function of a paper record room. The ONC, OCR,
CMS, and HIPAA are hike mirrors lining the inside of a circle, at whose center
the clinician stands. “You da reality!” they say enthusiastically, even as the clini-
cian him- or herself searches for an anchor in reality. “You ensure the confiden-
tiality, and expend your patient’s trust to assure him or her of that confidential-
ity,” the mirrors instruct. However surreal, this is an understandable intuitive step
on the ONC’s part. Prior to the information age, a vow of maintaining confi-
dentiality by professionals was the solution to the cloud computing problem:
people have come to trust clinicians to keep their confidences. But such a vow
is not the solution today, and the sad reality with the EHRs of today is that the
clinician has little to nothing to do with assuring the confidentiality, and likely
does not understand the technical mechanisms, laws, and administrative struc—
tures being used that purport to ensure security of the information. Clinicians
today cannot assure the patient’s confidentiality with anywhere near the cer-
tainty one could with a paper record in one’s office or the local hospital.

Among the ONC’ initiatives regarding privacy and security is the Strategic
Healthcare IT Advanced Research Projects on Security (SHARPS), being car-
ried out at three major universities and two major hospitals. On the home page
of the SHARPS website, it states the research projects are “aimed at reducing
security and privacy barriers to the effective use of health information technol-
ogy.” This is a discouraging way to frame the problem, seemingly assuming that
privacy and security is adequate at present but is somehow getting in the way. It
is hard (for me) to determine from the site what specific research is ongoing, but
there is a fairly long list of publications/papers generated by their work. None
of these seem to contemplate a patient having direct physical control over access
to their record. One fears it has been judged that such an approach is not nec-
essary for security and would inevitably increase security and privacy barriers to
“effective use of health information technology” If this is the assumption by the
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'-government agency fundmg research on EHRS and wrltang the crltema for ac=t
- ceptable: EHRs; then the probabihty i Eugh that a major catastrophe stemmmg : '_
from loss. of conttoi over protected heaith mformatmn looms down the road :

CONGLU$IO]‘I

The wnﬂuence of EHRs ﬁrst deveiopmg in t _e"-absence of the mtexne_ ,' encr" P
tion standardlzataon (DES) and breakthroughs (asymmet ic) not occurring until
the late 1970s; a focus on mdmduai EHR design; the belief that such design
could be carried out simiply by transposing. paper record functlons into EHRs——
oin partlcuiar, the unexamined assumption’ that a record roonm wouid be rephcated
- for EHRS; the mgmﬁcant countrymde inyestments in EHRs, with’ designs elab- "
 otating on such assumptions; the sudden political will to reap. the’ potenuai ben-
“efits of EHRS, and the late arrival of the ONC, w}nch in its mission to move -
' ahead seems umwllmg to step ‘back and reconsider the stresses EHRS built to ifs _
specifications will have to thhstandmmall of these factors have placed the confi--
dentiality and beneficent use of the nation’s medu.al mformatmn at serious risk.
- The current security : standards and plans are 30 much’ tlssue paper standmg be- .
- tween the. data bemg amassed and the forces 1rresxst1ble asa ﬂoodmg river, that
. are moving toward it.. SH - i N
. Further, individual chmclans ciespite the VOWS of thexr professmn, are com-
- pleteiy margmahzed mn the actual maintaining of conﬁdences How many day-
to=day practitioners are- involved. in EHR cleszgn, or; when it comes to confi~ -
dentiality, know much more than the sales talk o “robust secunty  that has been
“hardened”? What is a block cipher. with a 128-b1c key anyway, and *asymmet-
ric what”? Few individual practices’can’ sort through the various vendors and °
- consider the options. Most rely on advacc ﬁ'om state and federal programs that
-are necessarﬂy there to help promulgate EHRS, or they hire consultants Larger
organizations {such as hospitals) form. committees to select thelr ‘product,” and
- they then hire. mmphance oﬁicers and chief information officers, each with large
staffs who need to insure the correct teghmeal and admmxstratwe functions of
EHRSs and people, and who also. need to detect, contain, and repel any. security -
lapses. or attacks. ‘CEOs are not-used to the “record: room” and its personuel
being a major part of their budget 50 the dcpartments of information officers .
are’chronically underfunded. And all these people: need to understand what
HIPAA, the ONC, the CMS, and the OCR. require of them, keep the reqmsltﬁ
documentation to prove their comphance and receive necessary’ recompense '
This complex architecture of technology and people is held: together by con-"
tracts—not by the loyaltics that come ﬁ:om personal contact “and professional
vows—and it is very vulnerable to entropy, ineptitude, coercion, and mﬁltratmn L
Patlcnts Wﬂl continue to have dlrect persona} contact w1th chmaans, bu the t two
remain. isolated from the levers on the machmes and the people dn-ectmg the.-_;'_ S
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flow of information. They say what they think they would like to happen, and
hope for the best. This is particularly tragic because we can and have thought of
better ways to do things.

It is hard to imagine that a reading of history and an awareness of current
events would not compel us to explore these ideas. We must make every effort
to prepare for the excesses of domestic government, attacks from other nations,
and the corrosive inroads of organized crime and commercialism upon the social
use of privacy to promote individual and common good.
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